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**Abstract**

The motivation is to find efficient ways to represent a game of Go and to create an AI in order to become better at problem solving and to learn about the different approaches in AI. The approach is to focus on the group structure (collective adjacent pieces) as an object since it has many useful properties and is more efficient than keeping track of individual pieces. The approach for an AI was initially planned to be minimax but even though old and new approaches were combined in an attempt to make a minimax implementation feasible, I eventually went with the Monte Carlo search tree method instead since it is a much better approach (see analysis).

**Introduction to the rules of Go**

Two players take alternating turns placing 1 piece of their own color on an intersection of a 19x19 board per turn. The ultimate goal of the game is to gain more *territory* than the other player. *Territory* is an intersection that is completely surrounded by the edge of the board and / or solid walls of your pieces (diagonals never matter).

A *liberty* of a piece is an empty intersection that is adjacent to the piece. Connecting two pieces of the same color forms them into a “group” that shares liberties and *life and death.* For example, if one lone black piece has four liberties, two touching black pieces will have six liberties total. Enemy pieces do not share liberties and reduce them instead. When a piece or a group is completely surrounded by enemy pieces, it will have no liberties and will be *captured* and removed from the board. Players are not allowed to play a move that will lead to self-capture. If a group surrounds two empty nonadjacent liberties (called *eyes*), then it can never be captured because an opposing player can never simultaneously fill both liberties since suicidal moves are not allowed. Scoring begins when both players pass their turn which usually happens when the board is completely filled and no groups can be captured.

![](data:image/png;base64,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)A last interesting mechanism in Go is called *ko*. A *ko* occurs when one player captures a piece from another and in the next turn, the other player can capture the newly placed piece back which would lead to an infinitely repeating state. To prevent this, the rules state that you are not allowed to place a piece where your piece was just captured for 1 turn.

**Introduction to Go strategy**

I will briefly talk about go strategy in order to demonstrate the difficulties in creating a strong AI. An average 200 move Go game on a 19x19 board has ~3^500 unique games, making brute force searches and even representing the game tree very difficult. In addition, Go requires a high degree of abstract pattern matching on both the micro and macro level which makes humans much better players than machines. When humans play Go, we use a wide variety of heuristics that are not easily and efficiently quantifiable in code. Strong Go AIs that are able to play on par with strong human players usually use a combination of methods and algorithms and an extensive knowledge base.

**Implementation of the Go Engine**

I will go over the major parts of the engine implementation; the details are clear enough to use as pseudocode without ambiguity.

I created an object called a **Group** that efficiently keeps track of the pieces and liberties of the group (java hash sets of points) and the x, y, and display picture of the group’s center. Intuitively, the board is represented as a two dimensional array but under my approach the array holds groups instead of intersections/points.

Advantages of new implementation vs. traditional:

* When allied pieces are adjacent, they naturally form groups and never separate. Thus it is more computationally efficient to treat the pieces as groups from the start.
* Less redundancy since *n* adjacent pieces forming a group can be represented in the 2d array as a single group centered at some location (only matters for displaying) and *n – 1* references to the group.

Using the Group object via the BoardManager class, we can efficiently perform all game operations with some logical reasoning.

Steps of piece placement:

1. Make sure piece is legal.

* Unoccupied space that’s within the bounds and not labeled with a “K” (*ko*).
* The move must not be a suicidal move so all adjacent groups must have two or more liberties. (If an allied group only has one liberty and this piece takes it, you have a dead group)
* If this move captures an enemy piece, then this takes precedence over suicides. (Check if any adjacent enemies only have 1 liberty; logically, that liberty can only be where you plan on moving)

1. Find the liberties of this one-piece group treated individually and remove this point from the list of liberties of all adjacent groups.
2. Union and capture check depending on the color of adjacent groups. Upon capture, the enemy group of N pieces is removed from the board and replaced with N empty groups. In addition, the liberties are also refunded and added to any group touching the edge of the captured group.

We save time and coding by treating the piece as an individual group in step 2) before we take any action since this will cover the common liberty calculations for both allied and enemy groups.

*Ko* is calculated by checking if any adjacent enemy groups only have one piece and one liberty. Also, after the capture the piece you just placed must only have one liberty. Then the contested square is marked as *ko* and will be locked for one turn.

**Extra Engine Features**

You can pass in a queue of legal points and have the BoardManager play all of those automatically. It is useful for easily reproducing positions for testing and debugging.

**Implementation of the AI**

This AI is more of an exercise in implementation rather than a Strong AI, due both to time and resource limitations. A large amount of collaborate work would be needed to make a go AI that is competitive with the average player.

Initial Approach:

The initial plan as stated in the proposal was to implement the minimax algorithm since it was covered in class but producing the game tree quickly became infeasible. A game tree with a depth of only three has roughly 361 \* 360 \* 359 = 50 million states.

Work done towards a minimax solution:

* The use of alpha-beta pruning will reduce the number of board states that need to be evaluated.
* Local minimaxing

The creation of “**local minimaxing**”, where a square of variable length centered on the last human move is saved as the state and the tree is built for this. The idea for this was that the game tree would be drastically reduced while not severely hurting performance since the moves of two players are relatively close to each other for the majority of the game. A new reduced game tree will have to be created for every turn but the combined size is still magnitudes smaller than the full game tree.

The AI includes a method to create a partition of variable size, manually clone the reduced board, and to display it. However, these are not used in the final project due to the abandoning of the minimax algorithm.

Obstacles towards the work done:

* Alpha-beta pruning only helps with heuristic evaluation and not with building the game tree. Also, knowing the state easily gives us a heuristic value from the group properties, ex. the number of remaining pieces and liberties, etc.
* Local minimaxing is still inefficient and has tricky edge cases. (Even on a reduced 5x5 area, a depth 3 tree will roughly have 24 \* 23 \* 22 = 12 thousand states)

**The new solution, Monte Carlo**

Monte Carlo is a vastly superior algorithm than minimax for Go for the following reasons:

* We do not need a game tree which saves a tremendous amount of time and memory.
* With an efficient game engine, simulations can be run extremely quickly. 5000 x 100 move games can be played in roughly one second on my laptop.
* Only the Monte Carlo search tree needs to be implemented which is just the moves you made during a particular run.

Monte Carlo Implementation:

Keep one move tree and play an arbitrary amount of randomized games and record all of your moves with root. Nodes are created with a move and the x and y coordinates. Each node has a depth, a hash set of child nodes and the value. During back/forward propagation, relay the value back to the root/child and increment/decrement the depth as needed. If a node with the same x, y coordinates and the same depth exists, discard your new node and add its value to the existing node. Otherwise, link your new node to the tree.

The value is calculated from a basic heuristic involving the summation of the number of pieces and liberties a certain color has (times negative one for white, the AI is always black and tries to maximize this value). A simple heuristic was chosen for demonstration purposes since a good heuristic is hard to quantify and does not contribute to the overall Monte Carlo implementation. See experiments for more information.

**Experiments**

Testing was done frequently at each step of implementation and was expedited by using the extra engine features to automatically recreate the relevant positions that I was testing. In addition, I will prepare a list of states to show off in the demo (only one prepared state is included as an example). There is extensive logging that can be used to try and find a problem; anything that needs to be printed in any format can be done through existing methods. In addition, 5000 x 100 Monte Carlo games were simulated in 1 second which shows that the Go engine implementation was a success.

Through visual inspection, the quality of the Go AI appears to be making smarter moves as the number of simulations increase. Characteristics include closer clustering and moves that are more closely linked together, but once again this depends greatly on the heuristic which is hard to choose and not a reflection of the implementation. In addition, it is difficult to quantify the quality of the AI since we are only using one algorithm and comparing them against existing long-standing Go AI’s that implement many different algorithms would be unfair.

In addition, even in professional Go engines, the scoring at the end is done by humans (they select the borders and the engine just adds). This is due to the extreme complexity of determining life and death automatically especially in nested cases. Thus, for my implementation, the player will also have to manually do scoring.

**Conclusion**

From the Go engine, I believe I have increased my programming skills especially for game engines in general since I am now better at efficient state representation and modularizing code. From the AI, I have learned that it is very difficult to create a good AI for go but I feel more confident with creating AIs in general now that I have created a working one for a hard game. Although this project was fun and successful overall, I wasted too much time on the attempted minimax / local minimax implementations and might have better used that time to further enhance the Monte Carlo algorithm.
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